 How do I start ?

Assume a datafile has been loaded

a=load(‘mydata.txt’);

Choose k and run nmf

k=2;

[w,h]=nmf(a,k,1);

look at the metagene expression profiles


plot(h’)

My data has negative values (eg. from cDNA microarray), what can I do ?
Use Kim & Tidor’s trick (their paper is in the list of references) : double the size of your data by adding the positive value dataset (with negative values set to 0) and minus the negative value dataset (with positive value set to 0). A simple way to do that is to concatenate the 2 :

a1=[max(a,0);-min(a,0)];

When I run nmf several times with the same k, metagenes look different !
Each time, a different random initial condition is selected unless the seed of the random number generator has been set. Even when metagenes do not look that different, they may appear in different order, i.e. with different colors once plotted (default matlab plot colors are blue, green red, for first, second, third, etc..). What matters however, is whether the partitioning of the samples in k groups.
How do I get class labels from an NMF H factor ?
Class labels are determined by the index of the highest metagene expression


[xclass,iclass]=max(h); %iclass is the class label 

metagenes can be reordered so that samples belonging to the same class are contiguous


plot(h(:,iclass)’)


Running NMF several times consecutively and looking at metagenes class labels provides in indication of how robust this solution will be with regard to random initial condition. This issue is addressed by NMF model selection.

The first consensus matrix has zeroes in it ! 
nmfconsensus returns a 3d array where the first index runs from 1 to kend, the largest value of k tested by model selection. However, only the consensus matrices from kstart (eg. 2) to kend are used. To extract a single the kth matrix, use consensus(k, : , : ).
To visualize this matrix use 


imagesc( squeeze(consensus(k, : , : ,)))

linkage, cophenet and dendrogram functions are missing when I try to run nmforderconsensus !

Functions for clustering are in the Statistics Toolbox. However, once the consensus matrices are obtained, they can be clustered by other hierarchical clustering software. In order to preserve symmetry, avoid preprocessing the data (i.e. Do not standardize the rows).
The first cophenetic value is zero !
Again, the values between 1 and kstart are not used. So when plotting the cophenetic coefficient one should starts at kstart


plot([kstart:kend],coph(kstart:end))

How do I visualize 4 ordered consensus matrices together as in the paper ?
Given a 3D collection of consensus matrices, or ordered consensus matrices returned by nmforderconsensus, use the following function, which assumes that there are at least 4 matrices in the array. 

function plot4cons (cons,k0)

%

% plot 4 consensus matrices at k0,k0+1,k0+2,k0+3 on 4 subplots

%

[k,m,m]=size(cons);

for i=1:4,

  subplot(2,2,i);

  u=cons(k0+i-1,:,:);

  imagesc(squeeze(u));
end

